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In this paper, we study the boundary-induced phase transitions in a particle nonconserving asymmetric
simple exclusion process with open boundaries. Using a boundary layer analysis on the mean field version of
the model, we show that the key signatures of various bulk phase transitions are present in the boundary layers
of the density profiles. In addition, we also find surface transitions in the low- and high-density phases. The
surface transition in the low-density phase provides a complete description of the nonequilibrium critical point
found in this system.
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I. INTRODUCTION

Studies on a certain class of nonequilibrium systems,
namely driven diffusive systems, have revealed many fea-
tures that are unexpected in systems in thermal equilibrium
�1–3�. For example, it is well known that although in thermal
equilibrium, one-dimensional systems with short-range inter-
action cannot exhibit phase transition or spontaneous sym-
metry breaking, certain driven diffusive systems do exhibit
such phenomena even in one dimension �4�. Asymmetric
simple exclusion processes �ASEP�, which involve biased
hopping of particles in one direction, with hard-core exclu-
sion along a one-dimensional lattice, fall in the class of
driven diffusive systems and despite its simplicity, such pro-
cesses are capable of exhibiting variety of phenomena �4–7�.
It is the violation of detailed balance by a nonzero particle
current that makes these systems so special. This, for ex-
ample, is reflected in the boundary induced phase transitions
in ASEP on one-dimensional finite lattice �8�, where, unlike
equilibrium, the effect of boundaries propagates into the bulk
by a finite particle current.

In this paper, we consider a particle nonconserving ver-
sion of ASEP with open boundaries. Particles, after being
injected at the left boundary, hop forward with rate unity
�no backward hopping is allowed� with hard-core exclusion
until they reach the right boundary where they are withdrawn
�9,10�. We imagine that the boundaries are coupled to par-
ticle reservoirs of constant densities. Particle injection and
withdrawal rates are such that the left and right boundaries
have constant densities � and �, respectively. There is no
conservation of particle in the bulk due to the possibility of
attachment �detachment� of particles to �from� the lattice
with a rate �a ��d�. With the variation of the boundary den-
sities, such systems exhibit different phases which are char-
acterized by the shape of the density profiles and the nature
of the current densities �9�. Mean field analysis and Monte
Carlo simulations have been done in the past to find out the
phase diagram for this system. The results from these analy-
sis match remarkably well. It has been found that these sys-
tems have a rich phase diagram �see Figs. 1 and 2� compared
to those without particle adsorption/desorption kinetics. For
example, there is a phase where the density profile exhibits a
jump from a low to a high value at some point in the bulk.
This new phase, to be called a shock phase �S�, appears in

addition to the high-density �H� and low-density �L� phases
where the bulk density, though not constant, remains above
and below one-half, respectively. Although the shock phase
is present for both K=1 and K�1, with K=�a /�d, these two
cases are distinctly different. For equal adsorption-desorption
case �K=1�, there is an additional particle-hole symmetry.
This special symmetry allows a maximal current �M� phase
with bulk density equal to 1/2. Furthermore, there are pos-
sibilities of coexistence of M phase with L and/or H phase
�LMH, LM, and HM phases� for K=1. None of these is
observed in the K�1 case. These issues and also the differ-
ences in the shapes of the phase boundaries and in the nature
of the phase transitions in the two cases make the problem
altogether nontrivial.

In a recent work �3�, Mukherji and Bhattachrjee have
studied the phase transition between the low-density and
shock phases using boundary layer techniques. This analysis
reveals that the transition to the S phase from the L phase has
a precursor of a critical deconfinement of a boundary layer
near one of the open ends. In addition, this approach pro-
vides a general framework for characterizing the transitions
for different values of K and also for studying different mean
field models with additional interparticle interactions. The
purpose of the present work is to employ the boundary layer

FIG. 1. Phase diagram for K=�a /�d=1 and �=�dN�0.5. N is
the number of lattice points. The coexistence of a maximal-current
and a low- or a high-density phase is represented by LM or HM,
respectively. The coexistence of low-density, maximal-current, and
high-density phases is similarly represented by LMH. Approach to
different phase boundaries is indicated by the paths with arrows.
Divergences, as the phase boundaries are approached along these
paths, are discussed in Sec. III A, III C, and IV. “l” and “r” indicate
the presence of boundary layers at left and right boundaries, respec-
tively. Dashed lines represent the surface transition lines.
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theory to the mean field version of the model to understand
various phase transitions from a boundary layer point of
view. From this analysis, it becomes clear that the diver-
gences of some of the length scales associated with the
boundary layers also indicate bulk phase transitions. In addi-
tion, our analysis reveals the possibilities of surface transi-
tions within the low- and high-density phases for both K=1
and K�1. Except for the analysis of the surface transition,
the discussion is primarily limited to K=1 because of several
distinct phases and phase transitions �compared to K�1�.

Mean field theories provide a nonperturbative approach
that is applicable in the whole parameter space. Quite often,
especially in the absence of exact or rigorous solutions, mean
field analysis helps in developing the qualitative picture of
the phases and the phase transitions in the system. The jus-
tification for the validity or failure of the mean field analysis
helps in broadening the overall understanding of the prob-
lem, as is well known from the history of equilibrium phase
transitions. For the particle nonconserving ASEP problem in
hand, mean field theories are known to capture the basic
features �9,11�. Therefore, it is necessary to obtain the com-
plete mean field picture of the problem, especially since no
exact solution or rigorous results on nonconserving ASEP
case are available.

The paper is organized as follows. The model, its symme-
try properties and a few known results have been discussed
in Sec. II. We discuss the boundary layer analysis for this
model in Sec. III. This section is divided into three sections
for the discussion of the low-density, high-density, and maxi-
mal current related phases. Since the phase boundaries,
shapes of the density profiles in the low- and high-density
phases depend crucially on the value of K, we divide these
sections further for separate discussions on K=1 and K�1.
Among the maximal current related phases, we discuss
mainly the LM and HM phases. Since the shape of the den-
sity profiles in the LMH and M phases can be easily under-
stood from the knowledge of the same in the LM and HM
phases, we do not discuss these phases in detail. Observa-
tions related to the behavior of the boundary layers near the
phase boundaries are mentioned in Sec. IV. Finally, we con-
clude with a summary of our results in Sec. V. A few tech-

nical details involving the boundary layers in the maximal
current phase have been mentioned in Appendix A. We pro-
vide a list of exponents and their values in Appendix B.

II. MODEL

To describe the ASEP of noninteracting single species of
particles, we consider a one-dimensional chain of N lattice
points and length l. Denoting the occupancy of the ith site by
�i, which assumes values 0 or 1 depending on whether the
site is empty or occupied by a particle, one may write the
mean field master equation describing the time evolution of
ni= ��i�, with �¯� denoting the statistical average, as

dni

dt
= ni−1�1 − ni� − ni�1 − ni+1� + �a�1 − ni� − �dni. �1�

In this equation, the mean field approximation is imple-
mented by neglecting correlations as

��i�i+1� = ��i���i+1� . �2�

In the large N limit, with the lattice spacing l /N→0, one can
go over to the continuum by substituting ��i±1�
=��x , t�± 1

N
��
�x + 1

2N2
�2�

�x2 ¼ , where ��x , t�, is an average density
at position x= il /N. The choice, l=1, simplifies the notation
and restricts the variable x within a range �0,1�. Keeping
terms up to O�N−2�, one obtains the following equation de-
scribing the shape of the density profile in the steady state:

	
d

dx
	 f2���

d�

dx

 + f1���

d�

dx
+ �f0��� = 0, �3�

with �=�dN, 	=1/ �2N� and f i��� for i=0,1 ,2 given as fol-
lows. For the dynamics that we have considered here,

f2��� = 1, f1��� = 2� − 1, f0��� = K�1 − �� − � . �4�

These f functions, in general, contain information about the
dynamics. Such general form for Eq. �3� will be useful later
to make certain general predictions about the boundary lay-
ers. In addition, Eq. �3� is subjected to the boundary condi-
tions

��x = 0� = �, ��x = 1� = � . �5�

The last term in Eq. �3� originates from particle
adsorption-desorption kinetics and is responsible for the loss
of particle number conservation in the bulk. In the absence of
this term, the full equation describing the time evolution of
��x , t�, is expressible as a continuity equation

���x,t�
�t

= −
� j

�x
, �6�

with the particle current-density j given as

j = − 	f2���
��

�x
− f 1̂���, where

� f 1̂���
��

= f1��� . �7�

In the case of Eq. �4�, the current is given by

FIG. 2. Phase diagram for K�1 and �=�dN�0.5. N repre-
sents the number of lattice points. Dashed lines represent the sur-
face transition lines. “bl” implies boundary layer. “l” and “r” indi-
cate the presence of boundary layers at left and right boundaries,
respectively. The filled black circle represents the critical point.
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j = − 	
��

�x
+ ��1 − �� . �8�

In the continuum limit �	→0�, the current-density
j=��1−�� is bounded, j
1/4. Since, in the maximal current
phase, the bulk density is �=1/2, the current-density ac-
quires its maximum value, j=1/4, in this phase.

A. Symmetries

We now exploit the particle-hole symmetry of the prob-
lem to identify a few generic features of the problem. The
hopping of a particle in the forward direction is equivalent to
the hopping of a hole in the backward direction. Similarly,
the injection of particles at one boundary with a certain rate
is equivalent to the withdrawal of holes with the same rate.
The attachment or detachment of particles can be interpreted
as detachment or attachment of holes. The invariance of Eq.
�3� along with f functions in Eq. �4� under the transformation

� → 1 − �, x → 1 − x , �9�

�a ↔ �d, � ↔ 1 − � , �10�

implies that the particle-hole symmetry is respected by the
system. This symmetry is not necessarily an obvious
property of the system and can be easily destroyed by addi-
tional symmetry breaking interaction terms �3,8�.

The situation with K=1 is somewhat special. If the
adsorption-desorption kinetics were the only dynamics, the
system would have settled in a steady-state density, known as
the Langmuir density

�l = K/�K + 1� �11�

determined from f0���=0. If the hopping rules respect con-
servation, then, in the steady state, there should be a homo-
geneous current, if this is the only dynamics. The corre-
sponding density �c is determined from the zero of f1���, i.e.,

f1��c� = 0. �12�

In case of particle-hole symmetry, we expect �c=1−�c, i.e.,
�c=1/2 to be special. This, as noted earlier, is the maximal
current state. If �c=�l, then �=�c becomes a particular solu-
tion of the equation. �c is the density at which bulk may
allow nonanalytic behavior in the density. This feature is
useful for shock formation �3� though the discontinuity
is rounded by the 	-dependent term in Eq. �3�. The
adsorption-desorption dynamics need not respect this sym-
metry of hopping and hence the two densities need not be
equal. K=1 is a special case where the two densities become
equal and the bulk dynamics is symmetric under the trans-
formation ��x�→1−��1−x�.

B. Known results

In addition to the knowledge about the phases, phase
boundaries, the current, and the density profiles at different
phases �9�, we have a detailed understanding about the phase
transition to the shock phase �3�. The transition to the shock
phase from the low-density phase is special �e.g., for K�1�

since the transition can be critical for certain boundary con-
dition ��c ,�c� �see Fig. 2�. The shock formed at the low
density-shock phase boundary above the critical point has a
finite height. The height of the shock on the phase boundary
keeps reducing as one approaches the critical point until it
becomes zero at the critical point. Below the critical point,
for a fixed �
�c, the height of the shock grows continuously
from zero as h���−�c��� as one enters the shock phase.
Associating the formation of the shock with the deconfine-
ment of a boundary layer from the boundary of the system, it
has been realized that the critical point corresponds to the
divergence of a length scale related to the boundary layer �3�.
This length scale, w, describes the crossover of the boundary
density to the bulk and diverges as w���−�c�

c
for �=�c

and �→�c−. It has been found that c=1,1 /2 for K=1 and
K�1, respectively. Further quantitative description of the
transition regarding the shape of the phase boundary near the
critical point, the variation of the height of the shock as the
critical point is approached along the phase boundary, the
exponent �� are available in Ref. �3�. These derivations de-
pend on a few general properties of the dynamics without
relying on specific details.

III. BOUNDARY LAYER ANALYSIS

By changing the boundary values � and �, one may map
out all possible steady state configurations, thereby constitut-
ing a “phase diagram” of the nonequilibrium system in the
N→� limit. To understand all these phases, we use a leading
order boundary layer analysis that provides a systematic way
to generate a uniform approximation of the solution of Eq.
�3�. In all the phases, the density profile over almost the
entire space, is described by the solution of the first order
equation obtained by ignoring the second derivative term
�	→0� in Eq. �3�. This solution, known as the outer solution,
is not, in general, expected to satisfy both the boundary con-
ditions. In order to satisfy the boundary conditions appropri-
ately, there appear special regions with boundary layers or
shocks. A description of these special regions requires going
beyond the first order equation. The solutions describing the
boundary layers or shocks are known as inner solutions. The
constants in different solutions of the differential equations
are determined either by the boundary conditions or by
smooth joining of the inner and outer solutions.

The low- and high-density phases are related to each other
due to particle-hole symmetry and does not require any sepa-
rate treatment. The difference between the low-density and
the maximal current phase arises from the outer solution it-
self. The outer solutions, solutions of the first order equation
�Eq. �3� in the limit 	→0�, are

�1,out = 1/2, �2,out = �x + c, for K = 1, �13�

�x = g��out� − c , �14�

with
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g��� =
1

1 + K
	2� +

K − 1

K + 1
ln�K − �1 + K���
 for K � 1.

�15�

Here, c is an unknown constant to be determined from the
boundary condition. In the low- and high-density phases, the
density profile, over almost the entire space, is described by
the linear solution in Eq. �13� for K=1 or by the solution in
Eqs. �14� and �15� for K�1. The maximal current phase,
present only for K=1, has a constant density profile de-
scribed by the outer solution �1,out. In the phase diagram for
K=1, there are other regions with coexistence of the maxi-
mal current phase with low- or high-density phases or both.
The density profile in these phases has constant part
�1,out�x�=1/2 as well as linear parts �2,out=�x+c with dif-
ferent parts connected continuously through specific inner
solutions.

The scheme to find the inner solution varies depending
upon the kind of matching conditions the inner solution must
satisfy. The procedure to find out the inner solution for L /H
phases is different from that for phases involving M phase.
The difference arises because in the latter case, the inner
solutions are required to saturate to ��x�=1/2 at either of the
two sides and at this value of �, f1���=0. In the low- or
high-density phases, the boundary layer is not required to
saturate to 1/2. Because of these differences, we discuss L,
H, and M-related phases in different sections.

A. Surface transition in the low-density phase:
A general analysis

In the low-density phase, c=� for K=1 and c=g��� for
K�1, since the outer solution satisfies the left boundary con-
dition. To find the inner solution, one needs to express Eq.
�3� in terms of x̃= �x−xd� /	, where xd, which, at present, is
arbitrary, specifies the location of the solution after the
implementation of the boundary conditions. In the 	→0
limit, the contribution from the �-dependent term can be

ignored. Using the definition of f̂1��� in Eq. �7�, we may
write the inner solution as the solution of the equation

f2��in�
d�in

dx̃
+ f̂1��in� = const. �16�

Incorporating the matching condition, �in�x̃→−� �=�o

�2,out�x=1� for smooth joining of the inner and the outer
solutions, we may re-express this equation as

d�in

dx̃
=

F��in�
f2��in�

, �17�

where

F���  f̂1��o� − f̂1��� . �18�

The inner region obeys the particle conservation condition
and the continuity equation demands a homogeneous current.
Consequently, the current must be equal to the bulk current
entering the region. This is the content of Eqs. �17� and �18�
though derived in a different way. It is important to know

that although the inner solution is obtained from the
�-independent part of Eq. �3�, the effect of particle noncon-
servation enters in the inner solution through the matching
condition where �o is a function of �.

The condition for saturation of the inner solution as
x̃→� requires

F��� = 0 for � = �s � �o. �19�

If ���in�x̃→ � �, the boundary condition cannot be satisfied
by �in. As a result, the surface layer deconfines from the
surface and enters into the bulk with the outer solution again
appearing at the right edge to satisfy the right boundary con-
dition. This mechanism leads to the formation of a shock in
the density profile at the bulk. The bulk transition to the
shock phase, therefore, has a precursor of deconfinement of
the surface layer. Since �o is a function of �, one has a phase
boundary on the �-� plane �=�s(��o���) that separates the
low-density phase from the shock phase. With f1���=2�−1,

we have f̂1���=�2−�+constant. Substituting this in Eq. �18�,
we find �s=1−�o. Assuming simple zeros for F���, we write

F��� = − �� − �o��� − �s����� , �20�

where ����, in general, takes care of any multiplicative pref-
actor. For the set of f-functions given in Eq. �4�, ����=1.
This form of F��� is convenient as it yields the length scale
associated with the crossover of the surface profile to the
bulk profile quite generally. The large x̃ behavior of the inner
solution can be found from

d�in

dx̃
� −

��in − �s�
w���

, �21�

where

w��� = ��s − �o�−1 f2��s�
���s�

. �22�

We have used �in��s to obtain Eq. �21�. Equation �21�
shows w��� as the characteristic length scale for the ap-
proach to saturation or to the bulk density. w��� can be made
to diverge by changing � and this locates a critical point on
the phase boundary between the low-density and the shock
phase. At this critical point ��c ,�c�, �s=�o=�c.

Given this form of F���, in the low-density phase, the
slope of the inner solution at x=1, i.e., at �=�, is positive if
�o����s and negative if ���o. Thus, with �sc=�o, there is
an increasing solution at x=1 for ���sc and a decreasing
one for ���sc. This leads to a general conclusion, that for
every �, if there is a bulk transition at �=�s(��o���), there is
a “boundary” transition at �=�o���. This defines a surface
transition line in the low-density phase. The transition is
strictly at the boundary because as one crosses the phase
boundary, the bulk density profile remains the same but the
boundary profile changes drastically. Such surface transition
is expected to be true generally for all K and also for the
interacting system, wherever a transition to a shock phase
takes place.

The solution of the first order equation �17�, involves a
constant which we denote by �. In terms of the natural length
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scale set by Eq. �17� and the constant �, the inner solution, in
general, can be written as

�in�x̃� = �oSin�x̃/2w + �� , �23�

with Sin→1 as x̃→−�. The constant, �, can be determined
from the constraint Sin�x̃=0�=� and the explicit form of F���
specified in Eq. �20�. Near the surface transition line, � has a
logarithmic divergence

� � ln�� − �o���� . �24�

This implies that for a given �, the surface transition takes
place at �=�surf��� with

� � �� − �surf�−s. �25�

Since in our case, the divergence of � is logarithmic,

s = 0 �ln� �26�

in the notation of power law. These predictions of the expo-
nents are general and based on a few generic properties of
the dynamics. In the following we illustrate this general ap-
proach for special cases of K=1 and K�1.

Results for K=1 and K�1: Following the above argu-
ments, surface transition lines can be obtained for all values
of K. For all K, the explicit inner solution with positive slope
at x=1 is

�in�x̃� =
1

2
+

�1 − 2�o�
2

tanh	 x̃

2w
+ �
 , �27�

where � is a constant and

w = 1/�1 − 2�o� . �28�

This solution appears for ���o.
As x̃→�, the inner solution saturates to �s=1−�o. The

bulk transition to the shock phase occurs when the saturation
value, �s, of the surface layer, is smaller than �. The phase
boundary between the low-density and the shock phase is,
therefore, given by the equation 1−�o���=�. The surface
transition to a boundary layer of negative slope occurs when
���sc=�o. The boundary layer, in this case is

� =
1

2
+

1 − 2�o

2
coth	 x̃

2w
+ �
 , �29�

where w is the same as in Eq. �28�. w and � together deter-
mine the position of the “virtual origin” at which the argu-
ment of the inner solution vanishes. This is simply in the
sense of mathematical continuation since the virtual origin
may lie well beyond the physical range of x, �0,1�, with an
unphysical value of the density.

For K=1, using �o=�+�, we find

w = 1/�1 − 2� − 2�� . �30�

Further, the constraint �in�x̃=0�=�, leads to

� =
1

2
ln	 � − � − �

1 − � − � − �

 , �31�

for tanh type boundary layer �see Fig. 3� and

� =
1

2
ln	 � − �� + ��

� − �1 − � − ��
 �32�

for coth boundary layer �see Fig. 4�. The surface transition
from the tanh type boundary layer to the coth type boundary
layer takes place if ���sc=�o=�+� leading to a linear sur-
face transition line, �=�+�, on the �-� plane �see Fig. 1�.
As this line is approached from either of the two low-density
phases �along path �1� or �1�� in Fig. 1�, � diverges logarith-
mically as

� � ln�� − � − �� . �33�

The surface transition line �o���=� and the shock phase
boundary �s=1−�o���=� intersect at �o=1/2. This intersec-
tion point is, therefore, also the critical point ��c ,�c� at
which w��� diverges. For K=1, the critical point is
�1/2−� ,1 /2�. For ���c, this boundary layer with negative
slope at x=1 cannot produce shock through deconfinement
from the boundary layer if � is increased. As � is increased,
this decaying boundary layer instead maintains its decaying
profile in the low-density maximal-current �LM� phase.

For K�1, �o is the solution of g��o�=�+g��� with g���
given in Eq. �15�. In this case, therefore, the surface transi-
tion line �=�sc=�o is determined from the solution for �
from the equation

FIG. 3. Density profile with positive slope at the right boundary
for K=1 with �=0.1, �=0.44, 	=0.0035, and �=0.2.

FIG. 4. Density profile with negative slope at the right boundary
for K=1 with �=0.2, �=0.3, 	=0.0035, and �=0.2.
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g��� = � + g��� . �34�

The condition for shock formation from a low-density phase
with tanh type boundary layer, on the other hand, leads to a
phase boundary given by the solution of the equation

g�1 − �� = � + g��� . �35�

The solutions for � from Eqs. �34� and �35� are symmetric
around �=1/2 �see Fig. 5� and the intersection of the two
solutions at �=�c=1/2 is the critical point ��c ,�c�
�see also Fig. 2� where

g��c� = � + g��c� . �36�

Since the surface transition line is symmetric to the phase
boundary between the shock and the low-density phases,
shapes of these two lines close to the critical point are the
same �3�. The shape of the surface transition line can be
obtained independently by substituting �=�c−�� and �
=�c−�� in Eq. �34� and expanding it in small �� and ��.
This leads to a general equation

g���c��� − g���c�����2/2 + ¯ = g���c��� . �37�

Since for K�1, g���c�=0, the shape of the surface transition
line near the critical point is given by

�� � �����−
s

with �−
s = 1/2. �38�

For K=1, the surface transition line, �=�+�, being linear in
� and � leads to

�−
s = 1. �39�

The same set of boundary layers for K�1, however, gives
rise to a logarithmic divergence of � across the surface tran-
sition line. Similar to the K=1 case, the coth boundary layer,
in the low-density phase, leads the way to a decaying bound-
ary layer in the shock phase for ���c.

The mechanism for the formation of the shock for �
��c, is different from that for ���c, since in the latter case,
there is no tanh type boundary layer to be deconfined to form
a shock. The effective boundary condition for shock forma-
tion, for ���c is the same as �=�c since the right branch of
the outer solution satisfies this effective boundary condition
at its right edge. The original boundary condition ��x=1�
=� with ���c is satisfied finally with a decaying boundary
layer. As a consequence of this, �c continues to be the critical

value of � for shock formation for all ���c leading to a
vertical phase boundary between the low-density and the
shock phase �see Fig. 2�. As � increases in the shock phase,
the discontinuity, formed at x=1, moves toward x=0 until it
reaches the other end at the high-density-shock phase-
boundary. Whereas for ���c, the deconfined boundary layer
or the shock at x=1 has a finite height, for ���c, the shock
height increases continuously from zero to a finite value as �
is increased. Although the mechanism of shock formation is
different for ���c and ���c, the discontinuity is always
described by a tanh type inner solution. Alternatively, for all
values of �, the emergence of shock, as one approaches the
shock phase from the high-density side, is through the de-
confinement of a tanh boundary layer of finite height at x
=0. As a consequence of this, the high-density shock phase
boundary cannot have any critical point on it.

The entire process of the surface transition and, then, the
shock formation by changing � for a given � can be under-
stood on a more physical ground. In the low-density phase,
for small �, the withdrawal rate at x=1 is high. Since the
bulk dynamics is completely controlled by hopping and
adsorption-desorption kinetics, a large withdrawal rate with a
fixed �, causes particle depletion at x=1 to be described by a
“virtual origin” somewhere at x�1. As � is increased, the
withdrawal rate decreases and we reach a situation where
there is neither any depletion nor any accumulation of par-
ticles at the end. The “virtual origin” is shifted to � now. If �
is increased further, the withdrawal rate is too slow to get rid
of the particles that reach the open end. This leads to an
accumulated region at the boundary until a stage where this
accumulated region becomes macroscopic. Beyond this
point, the withdrawal rate controls the density near the end
and the injection rate controls the remaining part of the den-
sity with the two parts joined through a shock or discontinu-
ity.

B. High-density phase

1. K=1

For K=1, the H phase can be completely understood from
the knowledge about the L phase by exploiting the particle-
hole symmetry. In this sense, the high-density phase for par-
ticles is equivalent to the low-density phase for holes with
density profile the same as that in Fig. 3 or Fig. 4 when the
coordinates are transformed as x→1−x. In this transformed
coordinates, above the line �=�+�, we have the density
profile for holes the same as in Fig. 3. The boundary layer
here is described by Eq. �27� with the constants

w = 1/�2� − 2� − 1� , �40�

� =
1

2
ln��� − � − ��/�� + � − 1 − ��� . �41�

It is straightforward to verify that the particle density profile
in the original coordinates is as shown in Fig. 6. It consists of
a linear profile satisfying the right boundary condition and a
boundary layer as in Eq. �27� with

FIG. 5. Dotted line represents the surface transition line in the
low-density phase for K=3 and �=0.1. The solid line corresponds
to the phase boundary between the low-density and the shock
phase. The intersection of the two lines is the critical point ��c ,�c�.
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� =
1

2
ln��� + � − 1 − ��/�� − � − ��� , �42�

and w is the same as in �40�. The particle-hole symmetry also
guarantees a surface phase transition in the high-density
phase across �=�+� line. The tanh type boundary layer at
x=0 with positive slope changes to a boundary layer with
negative slope �see Fig. 7� described by Eq. �29� with con-
stants that can be determined using the symmetry.

2. KÅ1

The high-density phase can be divided into two major
parts. For ���c=1/2, the density profile has boundary lay-
ers on both the ends. In addition to a tanh type boundary
layer at x=0, there is a decaying boundary layer at x=1. The
right boundary layer helps the density profile satisfy the
boundary condition at x=1 from a value �=1/2. Thus as in
the case of shock phase with ��1/2, the effective boundary
condition on the right edge for the outer solution continues to
be �=1/2 in this part of the H phase. In the other part of the
H phase, the density profile has only one tanh boundary layer
at x=0.

The transition to the shock phase from the high-density
phase takes place through the deconfinement of the inner
solution

� = 1/2 +
�2�o� − 1�

2
tanh	 �2�o� − 1�x̃

2
+ �
 , �43�

at x=0. Here �o�=�out�x=0� is the value of the outer solution
at x=0. For ��1/2, the outer solution obeying the boundary
condition ��x=1�=� can be obtained by solving

g��o�� = − � + g��� . �44�

For ��1/2, the outer solution satisfies the effective bound-
ary condition ��x=1�=1/2 and it is the solution of the equa-
tion

g��o�� = − � + g�1/2� . �45�

The boundary layer deconfines, whenever � is smaller than
1−�o�, the saturation value of the inner solution in Eq. �43�.
This leads to the high-density-shock phase boundaries,

g�1 − �� = − � + g�1/2� for � � 1/2, �46�

g�1 − �� = − � + g��� for � � 1/2. �47�

Since for ��1/2, the value of the critical � does not depend
on �, the phase boundary is vertical for all ��1/2, with a K
dependent value of �.

Across the surface transition line, the slope of the bound-
ary layer at x=0 changes sign. If the value of �o� is larger
than �, a boundary layer with a positive slope at x=0 is
expected. In the reverse situation, one expects a boundary
layer with a negative slope at x=0. The transition lines are,
therefore, given by

g��� = − � + g�1/2� for � � 1/2, �48�

g��� = − � + g��� for � � 1/2. �49�

The surface transition lines in Eqs. �48� and �49� are repre-
sented by dashed lines 1 and 2, respectively, in Fig. 2. These
two lines meet at �=1/2 with a value of � that depends on
K. The surface transitions across both the lines are associated
with the divergence of � and there is no critical point on
these lines.

C. Boundary layers in LM and HM phases for K=1

For K=1, �=1/2−� and �=1/2+� are the boundaries
for the low-density and high-density phases, respectively,
since tanh or coth type boundary layers are no longer valid
on these lines. The LM phase and the symmetrically opposite
HM phase appear in the regimes �1/2−����1/2 ,�
�1/2� and ���1/2 ,1 /2���1/2+��, respectively. In the
LM phase �see Fig. 8�, the linear profile, ��x�=�x+�, satis-
fies the left boundary condition and continues until xcl
= �1/2−�� /� where ��xcl�=1/2. The constant profile contin-
ues until the other end where a boundary layer finally satis-
fies the boundary condition. In the HM phase �see Fig. 9�,
the linear profile satisfying the right boundary condition ends
at xch= �1−2�+2�� /2� with constant density profile for x
�xch and a boundary layer at x=0. To obtain the boundary
layer near x=1 �or x=0� for LM �or HM� phase, it is useful
to express Eq. �3� in terms of

FIG. 6. Density profile with positive slope at the left boundary
for K=1 with �=0.55, �=0.8, 	=0.002 and �=0.2.

FIG. 7. Density profile with negative slope at the left boundary
for K=1 with �=0.6, �=0.76, 	=0.001, and �=0.2.
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f�x*� = �2� − 1�/�	 , �50�

with x*= �x−x0� /�	, where x0, as before, represents the cen-
ter of the solution. In terms of f�x*�, the equation is

1

2

�2f

�x*2 +
f

2

� f

�x* − �f = 0. �51�

A phase plane analysis �12� of Eq. �51� is useful to identify
the appropriate inner solution that can satisfy the boundary
conditions. Denoting df

dx* = p, we have

dp

df
= f

2� − p

p
. �52�

The contour plots in the p-f plane are shown in Fig. 10
which shows the contours connecting different possible
boundary conditions. Some details on this are given in Ap-
pendix A.

To obtain the boundary layer at x=1 for the LM phase, we
require the specific solution which satisfies the boundary
conditions ��x*�=1/2, as x*→−� and ��x*�=� as x→1.
These conditions are fulfilled by the contour marked with a
horizontal arrow in Fig. 10. The origin �f = p=0� is a fixed
point for the differential equations and a simple linearization
around this fixed point leads to p= �2��1/2f . The approach to
�=1/2 as x*→−� is, therefore, exponential as

f � exp��2��1/2x*� . �53�

Away from the fixed point �f = p=0�, the solution of the dif-
ferential equation is f2�−2p, implying f �2/x*, as x*→0.
The boundary condition ��x=1�=� further leads to x0=1
− 2	

2�−1 . As x→1, the density profile thus has an algebraic
decay as

��x� =
1

2
+

	

x − x0
=

1

2
+

	

x − 1 + 2	/�2� − 1�
. �54�

The divergence of the scale x0, as the boundary for the LMH
phase, �=�c=1/2, is approached from the LM side �along

path �2� in Fig. 1� can be written as x0���c−��−1
lm

as �
→�c− with

1
lm = 1. �55�

For the HM phase, the boundary layer at the left edge must
be described by the specific solution that satisfies the bound-
ary condition at x=0 and approaches ��x*�=1/2 exponen-
tially as x*→�. It can be shown that this solution is the same
as �54� near x=0, with x0= 2	

1−2� . This allows us to introduce
an exponent 1

hm, similar to that in Eq. �55�, describing ap-
proach to �=1/2 from the HM phase. Our calculation shows

1
hm = 1. �56�

The matching between the linear and the constant profile
around xcl or xch can also be done by choosing the appropri-
ate solution from the contour plot. In the case of LM phase,
this solution should merge to the linear one for x*→−� and,
approach 0 exponentially as x*→�, with the same length
scale as in Eq. �53�. Similar analysis is suitable also for the
maximal current �M� phase, that appears for ��1/2 and �
�1/2. In this phase, the density profile is fixed at 1 /2 over
the entire lattice except for decaying boundary layers same
as those in LM and HM phases at x=1 and x=0, respec-
tively. In the LMH phase, there are two linear parts in the
density profile satisfying the left and right boundary condi-
tions similar to LM and HM phases, respectively. Between
these two linear regimes, there is a constant regime with �
=1/2. The inner solutions that join the linear and the con-
stant parts of the density profile are the same as those present

FIG. 8. Density profile in the low-density maximal current �LM�
phase with �=0.45, �=0.4, 	=0.002 and �=0.2.

FIG. 9. Density profile in the high-density maximal current
�HM� phase with �=0.55, �=0.58, 	=0.002, and �=0.2.

FIG. 10. Contour plots in the p-f plane for �=0.1. The arrows
on different contours indicate the directions of increasing x*.
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in the LM and HM phases. Since these inner solutions and
associated divergences can be obtained following a similar
analysis as above, we do not discuss these anymore.

IV. APPROACH TO VARIOUS PHASE BOUNDARIES

Our final aim is to study the boundary layers for K=1 as
different phase boundaries are approached. As the phase
boundary �=1/2−� is approached from the low-density
side �along path 3 in Fig. 1�, w� approaches a finite value
1/ �2�−1� which diverges as the special point �=1/2 is ap-
proached. Since at this special point, �+�=�=1/2, the lin-
ear profile satisfies both the boundary conditions and there is
no need of any boundary layer. Since coth x�1/x as x→0,
there is an algebraically decaying inner solution

��x� =
1

2
+

	

x − 1 + 2	/�2� − 1�
, �57�

near the phase boundary �=1/2−� for ���c as x→1
− 2	

2�−1 . This decay is exactly the same as that found in the
density profile in Eq. �54� that describes the boundary layer
in the LM phase �on the other side of the phase boundary,
�=1/2−��. From this analysis, it becomes clear, how the
coth boundary layer transforms to an algebraically decaying
boundary layer appropriate for LM phase across the phase
boundary. As x̃→−�, the coth inner solution in the L-phase
approaches �o=�+� exponentially as

��x̃� = � + � − �1 − 2� − 2��e2�x̃/2Ll+��, �58�

with a length scale Ll=1/ �1−2�−2�� that diverges as the
phase boundary �=�lc=1/2−� is approached from below.

We describe this divergence as Ll���lc−��−2
l

with

2
l = 1. �59�

It is interesting to note that as the phase boundary is ap-
proached, the algebraic decay of the inner solution near x
=1 is same in both L and LM phases. The approach of the
two inner solutions in L and LM phases to the bulk density,
on the other hand, is exponential with two different length
scales. The situation is symmetric as one approaches the HM
and H phase boundary. As the phase boundary ��1/2 and
�=1/2+� is approached from the H phase �along path �4� in
Fig. 1�, �w in the coth boundary layer at x=0 approaches
1/ �2�−1�. The power-law decay of the boundary layer near
x=0 as

��x� =
1

2
+

	

x − 2	/�1 − 2��
�60�

is the same as that for the boundary layer in HM phase. The
approach of the coth boundary layer to the bulk value in-
volves a length scale Lh analogous to Ll. This, by symmetry,
diverges as the phase boundary �=1/2+� is approached
from the H side with a similar exponent

2
h = 1. �61�

As the HM or LM phases are approached from the M
phase, the boundary layer at x=1 or at x=0, respectively,

disappears and a linear profile at the respective edge starts
appearing. This is marked by the divergences of x0 as
�1−2��−1 or �1−2��−1 along path �5� or �6� of Fig. 1, respec-
tively. We introduce two more exponents 1

m and 2
m as x0

���c−��−1
m

when �→�c along path 5 and

x0���mc−��−2
m

when �→�mc=1/2 along path 6. We find

1
m = 2

m = 1. �62�

All the exponents introduced in various sections have been
listed in Appendix B.

V. SUMMARY

We have studied an asymmetric simple exclusion process
on an open one-dimensional lattice. The particles, after being
injected at a certain rate at one end of the lattice, perform
hopping in the forward direction respecting mutual exclu-
sion. They are withdrawn at a certain rate when they reach
the other end of the lattice. The injection and withdrawal
rates and the density of the particle reservoirs at the bound-
aries are such that the system has fixed particle densities �
and � at the boundaries. The particle number at the bulk is
not conserved since at the bulk, there are possibilities of
attachment and detachment of particles to and from the chain
at certain rates. The particles in the asymmetric simple ex-
clusion processes are analogous to the processive motor pro-
teins that participate in the intracellular transport processes
on cytoskeletal filaments. The adsorption and desorption of
the particles is similar to the binding and unbinding of the
motor proteins to and from the filaments. The combined ef-
fect of hopping dynamics and particle adsorption-desorption
dynamics has interesting consequences on the stationary
state phase diagram on �-� plane in comparison to the par-
ticle conserving asymmetric simple exclusion processes. A
particularly interesting feature is that there is an extended
region in the phase diagram where the density profile has a
jump discontinuity from a low value to a high value. This
phase is known as the shock phase. The particle adsorption
and desorption kinetics here play a special role in localizing
the shock which has a fluctuating position in particle con-
serving models. A boundary layer analysis gives an intuitive
as well as a quantitative understanding as how the system
enters into the shock phase from a low-density phase �3�. It
has been shown in an earlier work that the shock appears into
the bulk due to a deconfinement of the boundary layer from
the boundary of the system. The deconfinement can become
critical under certain boundary condition ��c ,�c�. The
boundary layer analysis is found to be useful for character-
izing the phase transition near and away from the critical
point.

The present work is aimed at understanding what role the
boundary layers play when the system undergoes other bulk
phase transitions. Our results are based on the boundary layer
analysis on the continuum mean field equation for the steady
state density profile. This analysis is asymptotic in 1/N and
if necessary, can be extended to higher orders in 1/N.

We have shown that the bulk phase transitions in this
model are associated with divergences of certain length
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scales related to the boundary layers of the density profile.
We find that, near the phase boundary between the L and LM
phases, the coth boundary layer in the L phase exhibits an
algebraic decay to satisfy the right boundary condition. The
coth boundary layer approaches the bulk density, on the left,
exponentially. The length scale associated with this exponen-
tial approach diverges near this phase boundary. The same
algebraic decay is seen in the boundary layer near x=1 in the
LM phase. This analysis makes it clear how the coth type
boundary layer in the L phase transforms into an algebra-
ically decaying boundary layer, suitable for the LM phase, as
the phase boundary between the L and LM phase is ap-
proached. By particle-hole symmetry, the behavior is the
same near the phase boundary between the H and HM
phases. Apart from this, the transition from the LM or HM
phases to the LMH phase is associated with a divergence of
a length scale with an exponent −1. Similar divergences are
seen in the length scales as one approaches the phase bound-
aries of the LM or HM phases from the M phase. In addition
to this, we also show that the low- and high-density phases
exist in two different surface phases with distinctly different
surface layers in the density profile. Across this surface tran-
sition, a length scale �, associated with the location of the
boundary layer, diverges logarithmically. The surface transi-
tion line and the phase boundary between the low-density

and the shock phase meet at a critical point. These two lines
are symmetric about the critical point and hence the shapes
of these lines near the critical point are described by the
same critical exponents. Although the analysis is based on a
particular model, our discussion is sufficiently general and it
can be implemented in more complex problems and other
nonequilibrium situations.

APPENDIX A: PHASE-PLANE ANALYSIS
FOR EQUATION (51)

In terms of p and f , second order equation �51� can be
decomposed into two coupled first order equations

df

dx* = p , �A1�

dp

dx* = f�2� − p� . �A2�

f = p=0 is a fixed point for these equations. Linearization
around this fixed point leads to the following matrix equa-
tion:

d

dx*	�f

�p

 = 	 0 1

2� 0

	�f

�p

 , �A3�

TABLE I. Exponents obtained in the text.

Symbol Description Definition Value

s Divergence of �
near the surface

transition

����−�surf�−s 0 �ln�

�−
S Shape of the

surface transition
line near the
critical point

������−
S 1/2 or 1

1
lm Divergence of x0

as �→�c

from the LM phase

x0���c−��−1
lm

as �→�c− 1

1
hm Divergence of x0

as �→1/2 from
the HM phase

x0��1/2−��−1
hm

as �→1/2+ 1

2
l Divergence of the

length scale Ll as
�→�lc from the

L phase

Ll���lc−��−2
l

as �→�lc− 1

2
h Divergence of Lh

as�→�hc from
the H phase

Lh���hc−��−2
h

as �→�hc+ 1

1
m Divergence of x0

as �→�c=1/2
from the M phase

x0���c−��−1
m

as �→�c− 1

2
m Divergence of x0

as �→�mc from
the M phase

x0���mc−��−2
m

as �→�mc+ 1
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which can be solved through standard diagonalization
scheme. The eigenvectors corresponding to the eigenvalues
�2��1/2 and −�2��1/2 are � 1

�2��1/2 � and � 1
−�2��1/2 �, respectively.

The contour plots in f-p plane for different boundary condi-
tions are presented in Fig. 10. The contour marked with the
horizontal arrow satisfies the boundary conditions that are
fulfilled by the boundary layer at x=1 in the LM phase. The
other boundary layers joining the linear and the constant
parts of the outer solutions in LM and HM phases are simi-
larly represented by other contours in Fig. 10.

APPENDIX B: A LIST OF EXPONENTS

In Table I, � and x0 are the length scales associated with
the description of the virtual origin. 0 �ln� at the top of
the right-most column implies a ln divergence in the notation
of power law. �−

S =1/2 in general and �−
S =1 for K=1.

��lc=1/2−� ,��1/2� is the phase boundary between the
L and the LM phase. ���1/2 ,�hc=1/2+�� describes
the phase boundary between the H and the HM phase. The
phase boundary between the M phase and the LM phase is
��mc=1/2 ,��1/2�.
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